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Motivation: Computationally Cheap NAS



Motivation: Computationally Cheap NAS



What if we Constrain the Search Space to Depth?

• If you search over depth, can re-use previous computations!

?

• Deeper is better, but how deep is best?



Can Evaluate All Models with Single Forward Pass

* ResNets are amenable to removing layers (Huang et al., 2016)



Bayesian Model Averaging, For Free

• We obtain the Likelihood at each Depth with a Single Pass:

• We define a Categorical Prior over Depth:

• The Depth Posterior is Tractable and Cheap:



Learning with Variational Inference

• Simultaneously optimise model parameters and distribution over depth



Choosing a Depth and Making Predictions

• Choosing a Depth

• Predicting by Marginalising



Making Efficient use of Network Layers



Consistent Depth Predictions



Depth Scales with Complexity



Scaling to Small Image Datasets



Pruning Strategies



Computational Speedup



Uncertainty Calibration 



Summary

• We perform NAS over network depth at very low cost

• We find smaller, cheaper, models with no performance loss

• Procedure fits into a tractable probabilistic framework

• Allows us to capture some model uncertainty for free

https://github.com/cambridge-mlg/arch_uncert 

https://github.com/cambridge-mlg/arch_uncert
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